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ABSTRACT

Historically, hands-on cybersecurity exercises helped reinforce the basic cybersecurity concepts. However, most of them focused on the user level attacks and defenses and did not provide a convenient way of studying the kernel level security. Since OS kernels provide foundations for applications, any compromise to OS kernels will lead to a computer that cannot be trusted. Moreover, there has been a great interest in using virtualization to profile, characterize, and observe kernel events including security incidents. Virtual Machine Introspection (VMI) is a technique that has been deeply investigated in intrusion detection, malware analysis, and memory forensics. Inspired by the great success of VMI, we used it to develop hands-on labs for teaching kernel level security. In this work, we present three VMI-based labs on (1) stack-based buffer over-ACM

flow, (2) direct kernel object manipulation (DKOM), and (3) kernel integrity checker which have been made available online. Then, we analyze the differences in approaches taken by VMI-based labs and traditional labs and conclude that VMI-based labs are better as opposed to traditional labs from a teaching standpoint because they provide more visibility than the traditional labs and superior ability to manipulate kernel memory which provides more insight into kernel security concepts.
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1 INTRODUCTION

The hands-on cybersecurity exercises have always helped students reinforce the core concepts of cyberattacks and defenses. They typically involve running malware, exploits, and/or security tools on machines to generate or thwart local/remote cyberattacks. Unfortunately, the traditional hands-on exercises fail to provide a deep understanding of cyberattacks, and are mostly limited to teach the execution steps of the attacks. For instance, the Zeus bot injects an executable in svchost.exe in MS Windows. When students perform the hands-on exercise that requires them to infect a benign machine with Zeus bot executable, the changes in the memory (made by the bot) are mostly not transparent to students. These changes are essential to understanding the underlying concept of the Zeus bot infection.

To address this problem, we propose to adopt and utilize virtual machine introspection (VMI) [14] (currently offered by many popular hypervisors such as Xen, and KVM) for developing more effective hands-on exercises (than traditional approaches). In a virtualized environment, VMI with the help of a hypervisor allows a privileged host to examine and directly modify the physical memory and hard disk content of a guest virtual machine (VM) from outside the VM.

Our approach uses VMI to eliminate unnecessary abstraction in the hands-on exercises by letting students make the changes (such as mentioned in the Zeus bot example) directly to the memory of a VM via read/write memory operations, and more importantly, observe their effect within or outside the VM. In particular, VMI is useful to develop the challenging hands-on exercises on operating-system (OS) kernel-level attacks. For instance, an exercise may involve loading a malicious kernel module and then, observe its impact on the infected computer system. VMI allows students to experience sufficient low-level details of the target malicious functionality of the module including the exploitation of the internals of an OS kernel.

In this work, we develop three VMI-based hands-on exercises and make them available on gitlab [3]. The two exercises focus on the techniques employed for a kernel attack (i.e., DKOM or direct kernel object manipulation) and defense (i.e., kernel patch protection, a.k.a. PatchGuard). The third exercise is on buffer overflow. We present significant implementation details of these exercises and compare them with their respective traditional hands-on exercises using four characteristics, i.e., completeness, flexibility, portability, and creativity (previously identified by Joyce et al. [18] for evaluating hands-on exercises). The analysis results show that VMI-based labs are better as opposed to traditional labs from a teaching standpoint because they provide more visibility and superior access to low-level details (such as the operating system internals) than the traditional labs.

The rest of the paper is organized as follows: Section 2 discusses the related work. Section 3 presents a general framework for developing VMI-based hands-on exercises followed by the implementation of three VMI-based security labs in section 4. Section 5 presents a comparative analysis between VMI and traditional hands-on exercises. Section 6 concludes the paper.

2 BACKGROUND/RELATED WORK

Hypervisor or Virtual Machine Monitor (VMM) is the foundation of the virtualization technology for system developers to achieve unprecedented levels of security, reliability, and manageability mainly because of their ability to package software in a contained environment, and also to shift the state of a VM to outside VMM to isolate the in-VM and the out-of-VM programs. In recent years,
VMMs have been widely adopted for intrusion detection, malware analysis, memory forensics, and also for cybersecurity education—particularly in virtualized computer labs.

2.1 Virtual Machine Introspection

Hypervisors were first introduced in the 1960s [23]. While this computing model was originally designed to logically divide the resources for time sharing of different applications in mainframes, it now underpins today’s cloud computing and data centers. In addition to pushing computer paradigm for multi-tasking to multi-OS, hypervisors also pushed system monitoring from traditional in-VM monitoring to out-of-VM monitoring [2]. Because guest OSs run on virtual resources [1] provided by the VMM, system designers gain new opportunities for flexibility and control since VMM is essentially a software layer and software is easy to monitor, migrate and modify. Through extracting and reconstructing the guest OS states in the host, the out-of-VM instrumentation of the OS known as VMI becomes possible which empowers the monitoring system to control, isolate, interpose, inspect, secure and manage a VM from the outside [6]. VMI based monitors, as opposed to traditional in-VM monitors, have been widely adopted because they run at a higher privilege level and are isolated from attacks in the guest OSs they monitor and can trap all the guest OS events as they are one layer below the guest OS. VMI has been widely used in security applications ranging from read-only introspection [11, 14] to writable reconfiguration, repair and management [12, 13, 19], passive intrusion detection [17] to active prevention [22] etc.

2.2 Virtualization in Education

Because of the efficient support for scalability and diversity in a lab infrastructure at a much lower cost, universities prefer virtual computing labs to physical computing labs. For instance, Cavanagh et. al. [5] used VMware ESXi to create a virtualized information security laboratory mainly for the purpose of organizing Maine Cyber Defence Competition using a Dell PowerEdge R610 machine with Dual Xenon E5620 2.4 GHz processors, each with 12MB cache, 24GB RAM, and a 146GB RAID-configured storage system of 6 disks, and a quad-port Gigabit NIC which is opposed to creating a Physical Lab. Nance et. al. [20] described virtual labs established in Carnegie Mellon University(CMU) and the University of Alaska Fairbanks using VMware server for packaging hands-on training materials available on demand. Burd et. al. [4] described the virtual lab in the University of New Mexico using VMware ESX and VMware Lab Manager where the lab manager created and managed configurations with required virtual machines to support specific courses or lab exercises. Moreover, some universities such as the United States Military Academy(USMA) and the University of New Mexico(UNM) have converted their physical Windows XP labs to virtual labs [4]. Hay et. al.[16] developed ASSERT using the university’s surplus computers stored in a warehouse. Du et. al. developed SEED (SEcurity EDucation) project [8, 9] for cybersecurity education. This project resulted in the development of over 30 SEED labs to cover topics like vulnerabilities, attacks, software security, system security, network security, web security, authentication, cryptography, etc.

In summary, the primary use of virtualization has been to package labs. To the best of our knowledge, VMI has never been explored for cybersecurity education. This paper is the first effort to use the capabilities provided by VMI for improving the pedagogical efforts and instruction in cybersecurity education.

3 FRAMEWORK FOR DEVELOPING VMI LABS

In figure 1, we present a generalized framework for developing a VMI-based security lab. It consists of two main components: memory manipulation, and memory observation. Memory manipulation refers to the tools and techniques that change the contents of the memory actively when they are run, while memory observation monitors memory contents passively.

To develop a VMI lab exercise, a target concept is identified and further elaborated and broken down into tasks to comprehend a complete kernel security concept. Each task primarily must be either for memory manipulation or memory observation and can be implemented as one of the five task categories described at the lowest level of the framework. Tasks C and D implement tools that use VMI to write to and read from the memory from outside a target guest VM. The tools need to locate the pertinent memory locations containing target code and data structures for a lab exercise. We address this problem in two ways: first by using a debugger in a target guest VM; second by using the tools provided with a VMI library.

Tasks A, B, and E do not use VMI, execute directly inside a guest VM, and are included in the framework to provide flexibility of incorporating standard tools and techniques in a hands-on exercise. Tasks A and B run benign (potentially vulnerable) software, and malware in a guest VM respectively. They are placed under memory manipulation component and are useful to directly involve a target software in an exercise. For instance, a Zeus bot executable is run in a benign VM, and its changes (infection) are observed using a VMI tool (in Task D) from outside the VM.

On the contrary, Task E runs tools (such as debugger and OS utilities) in a guest VM to observe its events and behavior. For instance, a VMI tool (in Task C) mimics a rootkit functionality and
4 VMI-BASED HANDS-ON EXERCISES

We developed three VMI-based cybersecurity lab exercises; one is on buffer overflow (a user-land attack), and the other two are on 1) direct kernel object manipulation (a kernel-land attack), and 2) Kernel patch protection a.k.a., PatchGuard (a kernel-land defense), introduced by Microsoft in Windows OS to check the integrity of kernel code and critical data structures. The exercises are publicly available at gitlab [3]; each includes a comprehensive tutorial.

Lab Setup. The exercises are developed and tested on a desktop computer running a Ubuntu 16.04 facilitated Xen-hypervisor 4.6.5. A target VM running 64-bit MS Windows 7 is instantiated. For VMI support, LibVMI [21] library is installed at the host OS, Ubuntu. The VMI tools created for the exercises run on the host OS and use LibVMI to access the RAM content of the target VM from outside.

This section presents both traditional and VMI-based approaches for the exercises and further describes their shortcomings and advantages.

4.1 Stack-based Buffer Overflow Lab

The objective of the lab is to make students acquainted with a popular user-mode attack known as stack-based buffer overflow. The main target concept for the exercise is that the attack modifies the return instruction pointer in a stack-frame to redirect the system control flow to an unexpected (potentially malicious) code.

4.1.1 Traditional Buffer Overflow Labs. In a normal program execution, when a function is called, the pointer to the next instruction (a.k.a return instruction pointer) is stored in a stack frame along with any arguments. A local buffer that stores user input is also located in the frame. If a program has buffer overflow vulnerability, it accepts more user input than the buffer size. An attacker exploits the vulnerability to overwrite the pointer to make the program jump to the attacker’s intended location in the memory. Figure 2 shows the state of the stack before and after the buffer overflow exploitation.

For a typical lab exercise, students are provided with a vulnerable program and a well-crafted input string that exploits the vulnerability to redirect the system control flow to some other function in the program. To perform the exercise, the students provide the input string to the program and observe the output generated from the redirected function.

The exercise is sufficient to demonstrate that a buffer overflow vulnerability can be exploited. However, the students do not directly experience the modification of the pointer.

4.1.2 VMI-based Buffer Overflow Lab. In our VMI-based exercise, students observe the current value of the return address in the stack and can directly modify it to another function pointer and then, observe the change in the vulnerable program behavior.

The whole exercise comprises of the following tasks; each is derived from the framework (refer to Section 3).

(Task A). This task consists of a vulnerable C program consisting of three functions, viz. main(), vulnerable_function(), and not_called(). The vulnerable function is using strcpy function that has a buffer overflow vulnerability. The not_called function is using a system call to execute calc.exe to spawn a calculator.

(Task D). This task consists of a VMI program that reads the process memory in the target VM, fetches the relevant stack frame contents and displays them to the terminal. The program enables the students to observe the current value of the return address pointer when needed.

(Task C). This task consist of a VMI program that accesses the location of the return address pointer and replaces it with the address of the not_called function. It causes the execution of the program to be redirected to the not_called function and pops open a calculator.

The program has to identify the address of the not_called function, and the location of the return address on the stack. Since the program runs outside the VM, it suffers from the semantic gap problem, which is the problem of extracting high-level semantic information from low-level data sources like the OS memory. To resolve this issue, we use DB debugger and MingW C compiler running inside the target VM to leak the required information to the VMI program.

Execution of the Tasks. Students begin with Task A and run the vulnerable C program inside the target VM, followed by the Task D to obtain the current value of the return address pointer. Then, the students pause the vulnerable program and run Task C that provides the address of the not_called function that they are asked to note down. Now, the students resume the vulnerable program until the second pause to update the return address location on the stack with the not_called function address. Students, then, rerun Task D to verify the modification of the return address and then execute the vulnerable program to completion. As opposed to what the program was supposed to be doing, the students see that the vulnerable program now spawns the calculator.

The VMI exercise eliminates unnecessary abstractions by directly focusing on the memory content, and provides better ability to manipulate the stack-space and memory as opposed to the traditional buffer overflow exercise.

4.2 Direct Kernel Object Manipulation Lab

The objective of the lab is to make students acquainted with the Direct Kernel Object Manipulation (DKOM) attack. The main target...
concept for the exercise is that the attack manipulates the doubly-linked list of the processes (maintained by OS kernel) to hide a target process from the list.

### 4.2.1 Traditional DKOM Lab

A typical hands-on exercise (in MS Windows environment) involve spawning a notepad application, for instance, using Windows Task Manager to verify that the notepad process is present, and then running the FU rootkit to hide the process and further observe that the notepad process becomes hidden in Windows Task Manager. FU rootkit is a kernel module that makes changes in the doubly-linked list to hide the target process. Each node of the list is represented by the EPROCESS data structure.

The exercise is useful to demonstrate that the rootkits can hide OS processes. However, students do not directly experience or observe the state changes in the process list, which is key to understanding the DKOM.

### 4.2.2 VMI-based DKOM Lab

In our VMI-based exercise, students traverse the doubly-linked list of processes, observe the forward and backward pointers in each node, and then perform DKOM by directly manipulating these pointers to hide the target process.

We derive the following tasks from the framework described in Section 3. The whole exercise comprises of these tasks.

**Task A.** This task runs a notepad or a similar benign program.

**Task D.** MS Windows maintains the active process list in a doubly-linked circular linked-list. Each process in the list has a link to the next process, called forward link (Flink) and also a link to the previous process, referred to as Blink. This task consists of a VMI program that traverses the list and displays the name of each process.

**Task C.** The task consists of a VMI program that takes in the process id of the process the student wants to hide. Then, it iterates through the active process list and finds the process. Now, the program creates references to the previous process and the following process, and maps the Flink and Blink of the previous process to the address in Flink of the current process and the Blink of the previous process to the current process as shown in the Figure 3 and Algorithm 1.

**Task B.** This task runs FU rootkit inside a target VM running MS Windows OS.

**Task E.** This task observes the list of processes inside the VM using monitoring tools such as the Windows Task Manager and tasklist.

### Execution of the Tasks

Students begin with Task A to instantiate the OS process of a benign program followed by Task D to go through the process list and identify a target process and observe the Flink and Blink of the target process and its adjust nodes. At this stage, students perform DKOM either via Task C or Task B. Task C allows students to modify the pointer values in the list via VMI directly. Task B runs FU rootkit and is useful to provide experience with real malware. In either case, students perform Task D to verify the intended modifications in the list. Task E can be used to corroborate further that the target process is invisible to the user applications in the target VM such as Windows Task Manager or tasklist utilities.

### 4.3 Kernel Modules Integrity Checker Lab

The objective of the lab is to make students acquainted with the functionality of Kernel Patch Protection in MS Windows, also known as PatchGuard.

The main target concept for the exercise is that the kernel code and critical data structures do not change once setup in the memory; at this stage, any changes in their memory content indicate unwarranted and unsupported patching or hooking.

The rationale behind PatchGuard is that some 32-bit device drivers used to modify the behavior of Windows in unsupported ways. For instance, they patch the system call table to intercept system calls or patch the kernel image in memory to add functionality to specific internal functions. To prevent these kinds of changes, MS Windows introduced PatchGuard. Its job is to attempt to deter common techniques for patching or hooking a system. The components that are protected by PatchGuard [25] include ntskrnl.exe, global descriptor table (GDT), interrupt descriptor table (IDT), and system service descriptor table (SSDT) or syscall table.

---

**Figure 3: Illustration of DKOM.**

(a) Active Process List entries in a normal state.

(b) Process 2 has been unhooked from the List.
The PatchGuard computes and compares hashes of the kernel code and data structures periodically. If any changes are detected, it crashes the system with \texttt{0x109-CRITICAL-STRUCTURE-CORRUPTION}.

4.3.1 \textit{Traditional PatchGuard Lab.} Traditionally, PatchGuard functionality was demonstrated to the students via writing a kernel driver to make changes in SSDT/IDT on windows supporting PatchGuard. After computing the hash value, PatchGuard would detect those changes and would crash the system with \texttt{CRITICAL-STRUCTURE-CORRUPTION} exception, which is famously known as the blue screen of death (BSoD). This approach is useful to demonstrate that the PatchGuard is functioning. However, it provides no insight into its mechanism. Moreover, correctly executing the lab required the knowledge of driver compilation and initialization which strays away from the point.

4.3.2 \textit{VMI-based PatchGuard Lab.} In our VMI-based exercise, students replicate the PatchGuard functionality using VMI and observe that the kernel code and the data structures being monitored do not change and that any attempts to change them cause BSoD. The algorithm 2 shows the logic of the VMI program that replicates PatchGuard.

We divide the whole exercise into tasks derived from the framework described in Section 3.

(Task D). This task consists of a VMI program that reads the whole memory of a Kernel module, computes its hash value, dumps it in a file on disk.

(Task C). This task comprises of a VMI program that alters the memory content of a Kernel module.

Execution of the Tasks. Students begin with Task D. They pick a non-essential kernel module, create its memory dumps across a period of time, followed by Task C to make changes in the module in memory. The hash value will change after Task C. The students can also compute the \texttt{md5sum} of the memory dumps to verify that the memory dump after Task C has different hash value and thereby, indicating a kernel compromise. At this stage, the students intentionally crash the VM using a Xen utility, \texttt{xen-hvmcrash}.

This lab demonstrated that students can play with the kernel modules directly in the memory and view the effects of the changes more effectively using VMI. Moreover, it excluded the need of the student to learn about kernel drivers to understand the concept of PatchGuard. Additionally, had the student made changes to an essential kernel module such as \texttt{hal.dll} being monitored by PatchGuard, the environment would have crashed. However, since the damage is encapsulated inside a VM, the environment can be reset to a previous setting quite easily.

5 \textbf{ANALYSIS OF THE EXERCISES}

We use four characteristics of an effective cybersecurity to make the comparison between traditional and VMI based lab exercises. The characteristics are completeness, flexibility, portability, and creativity identified by Joyce et al. [18]. In this section, we define what those features signify regarding hands-on security exercises and use them to gauge VMI based kernel security labs against their traditional counterparts.

5.1 \textbf{Completeness}

A hands on kernel security lab is complete if:

(1) It provides a complete picture of the mechanism of the attack/defense.

(2) The changes made in the kernel because of the attack/defense is directly visible.

(3) the effect of the changes made in the kernel is visible.

Buffer Overflow Lab. Both the traditional and VMI buffer overflow labs provide a complete picture of the mechanism of attack, provide the means to see the effect of those changes (by use of a debugger and VMI program respectively) and provide means to look at the effects of said changes.

DKOM Lab. Traditional DKOM lab, as opposed to VMI lab, is limited because it does not provide a complete picture of the attack/defense and the changes made in the kernel aren’t directly visible. The student does not get to see what pointers are changed or what the data structures look like.

PatchGuard Lab. Traditional PatchGuard lab performed in windows 7 64 bit VM is performed by the Windows kernel itself, and the traditional version does not provide any transparency at all.

5.2 \textbf{Flexibility}

Kernel security labs are flexible when the student can play with the code without causing lasting damage to the environment. Traditionally, all kernel security labs are executed and performed inside a VM. Since they may manipulate the OS kernel of the VM, thus, can crash. In this case, the students may loose their work or have to reset the VM to start all over. It restricts student’s ability to play with the code to observe the effects. VMI labs, on the other hand, isolate any possible damage inside the encapsulated VM and the VMI tools run outside the VM. Hence, VMI kernel security labs are more flexible than traditional kernel security labs.

5.3 \textbf{Portability}

The following criterion describes when kernel security labs are portable: The students can use the same set of programs in different computers with same or similar operating systems and similar environments without recompilation. Both traditional labs and VMI labs are C based and are not independent of the machines. Both of them would need recompilation. Hence, neither traditional nor VMI labs are portable.
Table 1: Comparison between Traditional and VMI Cybersecurity labs using four characteristics i.e. completeness, flexibility, portability, and creativity

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Traditional vs. VMI Labs</th>
<th>Buffer Overflow Lab</th>
<th>DKOM Lab</th>
<th>PatchGuard Lab</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>Traditional Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td></td>
<td>VMI Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Traditional Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>VMI Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Portability</td>
<td>Traditional Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td></td>
<td>VMI Lab (✓)</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Creativity</td>
<td>Traditional Lab (✓)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>VMI Lab (✓)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5.4 Creativity
Traditionally, kernel security labs have always stimulated creativity, which refers to the ability of the student/instructor to use same/similar frameworks to come up with exercises or labs about other attacks and/or defenses.

Buffer Overflow Lab. Techniques used in buffer overflow can also be used in heap overflow exploit and in advanced exploits such as ROP [24].

DKOM Lab. The techniques used in DKOM are used in advanced exploits such as evolutionary DKOM [15].

PatchGuard Lab. The techniques used in Patchguard for computing hashes can be used in the labs such as digital signatures [10]. Hence, in general, both traditional and VMI labs stimulate creativity.

Table 1 presents the result of comparison of VMI based labs against traditional labs. Here, we see that leveraging VMI in kernel security labs has advantages on two fronts, i.e. improvement of completeness and flexibility of kernel security exercises. It provides better visibility and ability to manipulate the guest OS memory space, which decreases the abstraction warranted by traditional exercises by a great deal.

6 CONCLUSION AND FUTURE PLANS
We demonstrated the use of VMI for developing labs successfully by creating three kernel-security labs and making them available online [3]. We then compared VMI-based approach against traditional approach for creating these three labs and found that VMI provided more visibility to the kernel’s memory and allowed modification of the guest kernel with lot fewer restrictions than the traditional approach. Hence, leveraging VMI to develop kernel security exercises is a superior approach to designing kernel security labs from a teaching standpoint. We believe that educators and students will benefit from this approach. However, we see much scope for future work and improvement.

Until now, we have developed three labs. We would like to extend the idea of using VMI to more cybersecurity concepts such as return oriented programming and in-memory fuzzing. We would also like to solve the semantic gap problem by introducing some way to make the labs OS agnostic. We would also like to conduct quantitative studies after all labs have been completed to establish statistically supported the efficacy of VMI in kernel security education.
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